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Abstract: As there are millions of product available online it is not easy for the customer to find the best products. 

Recommendation system is an information filtering system. Many Recommendation system are Collaborative Filtering 

Algorithm However it still has a problem such as a cold-start problem and sparsity problem. In this paper we proposed 

Hybrid recommendation system with review helpfulness feature. We can construct the hybrid model. In this system we 

use the three recommendation technique like as an item based, content based and knowledge based. The result of this 

system provide the accurate and meaningful service recommendation to active user. 
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INTRODUCTION 

 

In hybrid recommendation system for semantic clusters 

big data is required as a prerequisite condition. It‟s having 

lots of data that exceeds processing capacity of regular 

database it can unstructured manner and difficult to 

transport anywhere. In big data application has hugely data 

collection and it beyond ability of commonly used 

software to capture to manage and process that data. The 

most challenge for big data application is explore the large 

volume of data and remove useful information or 

knowledge for future action. Recommender system are 

techniques and intelligent application to guide users in 

decision making process where they want to select some 

item alternative services or products.  

 

Recommender system has two main challenges for big 

data application.1) within acceptable time to make 

decision 2)from so many services ideal recommendation 

can be generated. Big data can be categorized in three 

ways volume, velocity and variety. Volume is category 

while surveying the clustering in terms of big data volume 

is the way of big data. The second category is Velocity it 

refers the speed of data processing. And last category is 

Varity which refers no of types of data. In Previous system 

there may be two problems are occurred Sparsity and new 

Cold-start problem. In Sparsity Problem this is issue take 

to place. When the user/items matrix extremely sparse i.e. 

user can rate only a small no of items so accuracy of 

recommendation system will be decreased. In most of 

these system the percentage of the system of rating 

assigned by user is very small compared to percentage of 

rating in system has to predict. Hence accuracy of 

recommender has to predict. In cold-start problem the 

performance of these system suffers new user or item. 

When new user enter system it is difficult to find similar 

one because there is no enough information about user or 

items history in system. 

RELATEDWORK 

 

Hybrid recommendation system studied the clustering 

methods. In the E-commerce recommendation system 

designed a neural network based clustering collaborative 

filtering algorithm. The cluster analysis collect user with 

same characteristics according to web visiting message 

data. However, it is difficult to say that user preferences 

relevant to purchasing preferences. To partition movie k-

means clustering algorithm are applied. It can requested by 

user to provide some extra information it require user to 

incorporate multidimensional clustering into collaborative 

filtering recommendation model. In the first stage user and 

item profile was collected in background data. Using 

semantic cluster AHC algo can clusters similar feature of 

product/item in second stage. An item prediction was 

made by performing weighted average of deviations from 

the neighbours at the third stage. Data providing services 

can represent in the term of relation between input and 

output and semantic relation between them. Using the 

semantic cluster merging the similar services into the same 

cluster. Network clustering technique on logical network 

to identify neighbourhood & use CF algorithm to generate 

recommendation social relationship between this users this 

work can depends high dimensional parameter used.  

Hierarchical clustering algorithm it require only implicit 

feedback on past user purchase to discover the 

relationship. Then AHC algorithm is applied on services 

within the same cluster. The content based collaborative 

filtering approaches having same limitations to avoid these 

limitations hybrid approach has been introduced. In this 

approach are combine to gain better performance and 

eliminate some of drawbacks.  

 

EXISTING SYSTEM 

 

In this existing system when user can enter the system 

collect the data from user that means user profile and 
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rating or product list then apply the clustering technique 

then data can be analysis after the data analysis apply the 

Item based collaborative filtering. After applying 

collaborative filtering the system can provide the useful 

recommendation to the user. 

 

 
Fig(a). Existing system 

 

RECOMMENDATION TECHINIQUE 
 

There are number of techniques in recommendation 

system like as collaborative, content –based, demographic, 

utility based, item -based, knowledge based. 

 

1) Collaborative recommendation: - Collaborative 

recommender system ratings or recommend to objects. 

User profile in collaborative system consists number of 

items and ratings, continuously grow up users interacts 

with system over time. Collaborative filtering is 

recommended items that similar to users liked. 

2) Content –based recommendation:- . The basic 

assumption of content-based system is recommended 

items that are similar to those the user linked in past. In 

content-based we need information about items and 

user profiles. Content based recommendation has user 

independent, transparent and new item can be easily 

incorporated. 

3) Knowledge–based recommendation:- Knowledge 

based recommendation provide recommendation to the 

product or services. Knowledge based system needs for 

knowledge acquisition. 

 

There are three types of knowledge that are: 

 

a) Catalog Knowledge:-knowledge about objects being 

recommended. 

b) Functional knowledge:-There need is satisfied to the 

system which must be able to map between users need 

and there objects. 

c) User knowledge:-To provide good recommendation 

system must have knowledge about user. 

4) Item-based:-Item based recommendation system 

producing prediction to user Item based algorithm 

recommends a user the item that is similar to users 

preferred before. 

 

COLLABORATIVE FILTERING TECHNIQUE 

 

There are two types of collaborative filtering technique as 

follows: 

1) Memory based technique. 

2) Model based technique. 

 

 Memory based technique: In memory based technique 

once a user neighbours is found , the different algorithm 

can be used to combine neighbours preference to generate 

recommendation in another way the user were already 

rated item before relevant role in searching for a neighbour 

that shares apparition with him. Memory based CF can be 

achieved in two ways: a) user based technique b) Item 

based technique. 

 

a) User based techniques calculated similarly between by 

comparing same item on their rating. 

b)  And item base technique compute predictions using 

not-similarity between users and similarity between 

items. It determines how similar retrieved items are to 

larger items and it selects K most similar items. There 

corresponding similarities also determined. 

 

Model based technique: This technique can improve 

performance of collaborative filtering technique. The 

model building the process by using machine learning data 

mining technique.      

 

PROPOSED SYSTEM 
 

 
Fig (b).Proposed system 

 

In the proposed system user can first register the data in 

the system. Then login into the system. After login data 

will be collect from user that means user profile and 
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rating, product key feature, user interest, user preferences, 

after this apply semantic clustering technique by using 

AHC algorithm [1]. Then data will analysis though the 

admin. This analysis data goes to hybrid recommendation 

system. Then this system can be provide the useful 

recommendation to the user. 

 

AHC Algorithm 

 

• Agglomerative Hierarchical Clustering (AHC) 

Algorithm[1]. 

• Input: A set of services S={s1 ,…………..sn ), 

• A characteristic similarity matrix D=[di,j]nxn , the 

number of required clusters k. 

• Output: Dendrogram for k=1to S. 

•  Ci= { Si  } 

•  dCi,Cj= di,j 

•  for k= S down to K 

•  Dendogram k={c1,……..ck} 

•   Cl =Join(Cl ,Cm) 

•   for each Ch  ϵ S 

•    if Ch ≠ Cl and Ch ≠ Cm 

•    dCl,Ch =Average(dCl,Ch , dCm,Ch ) 

•    end if 

•   end for 

•  S=S-{Cm}; 

• end for 

 

Mathematical model 

 

Let AHC is an Agglomerative Hierarchical Clustering 

system: 

AHC= { I, D, F, R, D_sim(st,sj), F_sim(st,sj), C_sim(st,sj), 

R_sim(st,sj), ER_sim(st,sj), O,| Φp} 

•  Suppose  and are two services such as: 

•  St  = (Dt , Ft , Rt  ) and   Sj = (Dj  , Fj , Rj  ) 

• Where, 

• I = Input: in the form of big data. 

• I={I1,I2,….In| Φ i } 

• D : set of words for describing services  , 

•  F : set of functionalities  ,                                            

• R: set of ratings some users given to item. 

• D_sim(st,sj): Description similarity,  

 
 

• F_sim(st,sj): Functionality similarity, 

 
 

COMPUTE DESCRIPATION SIMILARITY AND 

FUNCTIONALITY SIMILARITY 

Functionality similarity and Description similarity are both 

computed by JSC (Jaccared similarity coefficient) which is 

a sample set between statically measures of similarity. 

Jaccared similarity coefficient is defined as intersection of 

their cardinality divided by union of their cardinality in 

this description similarity between St and Sj is computed 

by formula   
 

 
 

It can be inferred from this formula the larger 

is, more similar two services are  is used 

for scaling factor which ensures that description similarity 

between 0&1. In the functionalities  are gotten from big 

tableservice. Where the row key =„„st‟‟ 
 

And family of column =„„Functionality‟‟.In the 

functionality similarity betweenst andsjis computed using 

jaccard similarity coefficient (JSC) as follows 
 

 
 

CLUSTER SERVICES 

In our approach clustering is a critical step these methods 

partitions a set of object into cluster. Such that same 

clusters objects are more similar to each other than in 

different cluster object according to some define criteria. 

Clustering algorithm can be hierarchical or partitional. 

There are several limitations for some standard partitional 

approaches. 

 

1. Results depend on the choice of a clusters K and 

correct value of K is initially unknown. 

2. During the execution of a K means algorithm cluster 

size is not monitored. Premature termination of an 

algorithm is caused when some cluster may be come 

empty(“Collapse”). 

3. Methods of a hierarchical clustering can be further 

classified into agglomerative or divisive , depending on 

the clustering hierarchy is formed in bottom-up or top-

down fashion. 

 

CONCLUSION AND FUTURE WORK 

 

In this paper we present a hybrid recommendation 

techniques for big data application to provide the 

recommendation services to user before applying 

collaborative filtering technique, using AHC algorithm the 

services are merged into same cluster then services within 

the same cluster. In the whole system the number of 

services in a cluster is much less. Moreover, as the rating 

of services in the same cluster are more related with each 

other. The Rating of services in the same cluster will be 

more accurate than the rating of all similar or dissimilar 

services in all cluster. 
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